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exhibit – the reliability of the device. We can plot this variance on a graph that shows 
how often different types of errors occur, and how bad they are – the risk profile of the 
device. We can ask how easy it is for a user to recover from errors, and how long it 
usually takes – the robustness of the device.  And we can ask how easy it is to master a 
device – the learnability of the device – since the cost structure of a device under almost 
all measures changes with expertise.  There are others, such as what is the most complex 
task a user can readily perform.   See figure 3.   All these are measures that can determine 
the overall cost-benefit structure of an artifact.   
 

 
 

Figure 3. Several scales are useful in determining the cost structure of an activity.  
Clockwise from the lower left they are: 1) Generic speed accuracy curves 2) Variance in 
output is the hallmark of quality control and shows us how reliable an artifact is.  Viewed 
as a bull’s eye target the goal of an artifact is to reduce the size of errors to the point of 
being negligible.  When this happens users may still err but the consequences are trifling.  
3) How long does it take a user to recover once they have made an error?  This is a key 
measure that is rarely considered in determining the costs of use. 4) Speed accuracy vs. 
routine complexity: how fast routines of different complexity can be performed (these are 
speed accuracy curves). They show us in some sense how effective an artifact is at 
facilitating a task.  Only certain artifacts enable users to perform complex tasks fast 
enough to be usable for them. 5). Learning curves tell us how easy it is to master a 
device.  The most effective tools in the world may be unusable for most people because 
they are too hard to learn. 6) Error frequency vs. cost is complementary to variance 
curves but now an explicit estimate of cost is included.  Variance might be plotted in 
terms of seriousness of errors but it does not tell us how bad it is if we commit those 
errors.  An otherwise perfect car that blows up every once in a while is not acceptable.  

 
Clearly, it may be beyond the practical abilities of any student of technology to convert 
all these metrics into a single measure for each task.  But the structure and grounds of the 
method should be clear:  use the assumption of optimization to measure as many aspects 
of behavior, behavioral preference and environment as possible.   The closer users 
resemble ideally rational agents, the more their preferences are based on design grounds 
and so the more the most prevalent artifacts can teach us about practice, task, and good 
design.  
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This, then, is the main outline of an evolutionary or adaptationist approach to artifacts.  It 
is a special type of optimization approach.  Will it work?  Can we explain the history of 
artifact change by showing how each new artifact somehow lets its users perform their 
tasks better?  That is, can we show why one artifact is better than another?  
 

Part C 

Problems with an Optimization Approach 
Although it is difficult, if not impossible, to determine the empirical values of competing 
artifacts on all the dimensions that matter, the model, as described, has a formal elegance 
that makes it attractive to some.  To others the thought of collapsing preference to metrics 
measuring things like efficiency, effectiveness and learnability, might seem like a 
misguided continuation of 20th century positivism.  I am sympathetic to both views. 
Attitudes aside, though, there are good reasons to question how broadly the approach can 
be applied even when artifacts are regarded to be essentially functional entities.  In the 
end an optimization approach may be valid in only a few studies of technology and 
culture.  This would have implications for a theory of extended mind too as it is valuable 
to know if our artifacts, practices and tasks are optimally or near optimally matched.  The 
principle of optimality remains a driving ideal in cognitive and neuroscience.   
 
What follows are five deep problems facing an adaptationist approach.  Each explores 
something fundamental about the relation that humans develop to their artifacts.  After 
articulating each I offer what I think is the best response.    
 
Objection One: the artifact-task cycle is never in equilibrium, so artifacts never 
become optimal. 
 
First, and perhaps of greatest theoretical interest, is that the artifact-task cycle may never 
reach an equilibrium state: change the artifact and the tasks and their costs soon change.  
As soon as the cost structure of activity changes, users adjust their behavior, which in 
turn alters their preferences and drives the demand for further artifactual change.  Artifact 
ecologies are in continuous motion.  
 
Consider TV’s again.   What happened when remote control units spread throughout the 
user community and became standard?  As users adapted to the new cost structure, they 
became proficient at using their remotes to change channels, mute, increase volume, and 
turn the set on and off.   At that point, their new behavioral equilibrium – the new 
distribution of how much time they spent doing this or that – gave rise to emergent 
behavior: specifically, channel surfing and ‘multi-watching’, both tasks that before were 
non-existent, or of little import before remotes. 
 
This constant interaction between task and artifact, between what users can do and what 
they want to do, is what can be called the artifact-task cycle. Before remotes existed no 
one wanted to channel surf.  After remotes proliferated a new TV might be judged by 
how well it handles channel surfing. As soon as a practice stabilizes around an artifact, 
users become sensitive to improvements in the cost structure of their task.  This prompts 
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the invention of new designs, which, in turn, leads to new practices.  The cycle never 
ends.  This makes it hard to determine the cost-benefit environment an artifact is 
supposed to be near optimally designed for: the previous cost structure that prompted 
invention, the current one that is in flux while users adapt, or the equilibrium one that will 
emerge once users have fully adapted their practices to the new features? 
 
One side effect of the artifact-task cycle is that tasks may become doable in completely 
new physical environments.  Taller giraffes reach higher branches and so move to areas 
where higher trees grow.  The thicker fur of mastodons allowed them to withstand colder 
temperatures and live in colder regions.   In a parallel manner, televisions with remote 
controls no longer need be reachable.  They can be placed on ceilings or high up on 
walls, locations no one had considered before.   As televisions find their way into bars, 
kitchens, restaurants, dental clinics and waiting rooms, a whole new set of user 
communities, with new objectives, needs and preferences, interact with the artifacts and 
begin to drive innovation.  In a dental clinic, for instance, the only television viewer is the 
patient sitting in a chair, staring at the ceiling.   Sound might be distracting to the dentist. 
So audio now needs to be piped directly to the patient, either via headphones plugged into 
the dental chair or wirelessly. The need for this feature is multiplied in sports bars where 
many televisions will be tuned to different channels.  Patrons need personal audio 
equipment (or speakers at their booth) to allow them to choose the TV they want to listen 
to. 
 
The net effect is that a change in the design of an artifact, may not only change practices 
and tasks, it may lead to a change in the environments where it is being used and a 
change in the sub-populations who now make use of it. As more types of users surface, 
the more differentiated are the needs the artifact must meet.  This regularly causes 
speciation of artifact and segmentation of user community.  It allows small changes in 
initial design to have large impacts on later design.  This can lead to rapid or even 
‘catastrophic’ changes in design. 
 
This speciation is evident in tools.  Generic hammers are useful for nailing, breaking, 
cracking, smashing, and tapping.  But different users, working in different workplaces, 
have distinct functional needs that drive design variation.  Masonry hammers are used on 
bricks, drywall hammers on drywall, slater hammers on slate roofs.  See figure 5.  
Hammer design bifurcated to meet the specialized needs of dry-wallers, masons and 
slaterers.  Hammer designs pulled so far apart it is best to see them as having speciated.   
 

            
 

Figure 5.  Although some hammers are general-purpose tools, most hammers are 
designed for specific jobs such as driving and removing nails or working with drywall or 
masonry.  There were over 500 different hammers made in Birmingham in the 1860’s. 
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This speciation means that most structurally different hammers were designed to meet the 
needs of different users.  They are not direct competitors vying for supremacy in a single 
niche.  

 
The same occurs in medical contexts.  In surgery the scalpel takes many forms, 
depending on where it is to be used, how, when and by whom.   See figure 6. 
 

 
 

Figure 6.  Scalpels all serve as precision devices for cutting tissue. Here we see a 
collection of ophthalmic scalpels for operating on human eyes. There are many types of 
scalpels because of differences in the tissue and local conditions in which they are used, 
and the many different surgical tasks they were designed to aid.   

  
Once design change is seen to be a continual and turbulent process in which practices,  
tasks, users and even venue may change, the very idea of an artifact in equilibrium with 
its niche becomes suspect. Small design changes can lead to explosive design changes as 
new classes of users come online, or as emergent behaviors create unanticipated user 
needs.  This calls into question the assumption of even momentary task-practice-artifact-
user equilibria.  Since the entire optimization/adaptationist program is based on the 
premise of long-term equilibrium this is a serious challenge. 
 
Just how serious?  Once the assumption of static equilibria is questioned the populations 
of artifacts found in a community at any given moment may not be strongly 
representative of the current needs and practices of that community.  The artifacts are in 
transition.  This year’s models may be well designed to last year’s needs, and next year’s 
models may be very different.  Even the population an artifact is well designed for might 
vary from year to year, making it hard to determine which subset of a population an 
artifact is supposed to be optimized for.  
 
In the study of animal behavior rapid environmental change is seen as a strong reason to 
question theories such as optimal foraging.   If climate is in transition, or an environment 
is undergoing rapid change, inferences based on optimization are in trouble.   When 
things are changing quickly organisms play catch up – they spend too much time in the 
transients and not enough in attractor basins to suppose that their behavior is optimally 
adapted to current conditions.  
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In such cases prediction becomes unreliable.  Imagine trying to predict the stable resting 
place of a ball in a bowl immediately after the bowl has been shaken.   Once dislodged, 
the ball can move arbitrarily far from its minimal energy position, and it is hard to predict 
how long and where it will wobble before settling. Because the ball can move both closer 
and farther from its long-term equilibrium position, it is unreliable to guess what that 
equilibrium position will be based solely on the trajectory of the ball.   To determine the 
long term resting position requires an independent measure of the energy landscape.   
This may be possible in the case of a physical bowl, where the physics of the system is 
simple enough for us to determine the stable resting place.  But it is not plausible in the 
biological case where the niche-organism interaction is so complex, and where 
ethologists use the behavior of the organism itself as a probe, helping to identify the 
aspects of its surroundings that constitute its niche.  Without a metric there can be no 
grounded prediction as to how behavior will equilibrate.  Returning to the bowl analogy, 
it is obvious that the problem is worsened if the bowl is moved a second and third time, 
as the ball will never settle.  It will spend all its time in transients.   
 
Returning to optimal foraging theory, suppose we come across a chameleon population 
living in a dry climate.  Their current condition is dry because, unknown to us, they are 
living through an unusual period of drought. An ethologist who studies the chameleon in 
current conditions might be confused by the apparent irrationality of behavior because 
unknown to him or her, the chameleon’s behavior was optimized for a wet climate.  This 
means that without a theory of historical conditions the theory of optimal foraging or near 
optimal design would be incorrectly applied.  The chameleon is, in fact, not optimally 
designed for current conditions.  
 
An archaeologist, similarly, might be confused by the function of a long handled axe 
associated with a peaceful community.  In fact, the axe may have been optimized to times 
of war and has endured during peace times because it is prevalent.   Without a lengthy 
analysis of the history of that society how is s(he) to know? 
 
Reply to the challenge of changing cultural conditions and the non-equilibrium 
nature of the task-artifact cycle 
 
Non-equilibrium conditions make inference based on optimization shaky.  This highlights 
the need to know how prevalent are non-equilibria cases.  To determine the probability 
that a culture’s artifacts lag seriously behind the tasks, activities and practices its 
members perform, it is necessary to look at the persistence of that culture’s designs, and 
the cultural mechanisms driving technological change.  
 
The first step is to determine the historical facts about each artifact in question.  This is 
one reason archaeologists do longitudinal studies.  Since long-term stability implies 
optimization4, the prevalence of an artifact over generations is partial proof that it was 
near optimal for the tasks and practices its users had.   If the record shows rapid change in 
                                                
4 It remains an open question just how long conditions have to remain unchanged to 
warrant assuming adaptation to have stabilized and have reached a near optimal solution. 
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design, the challenge is to show that the rate of design change is in step with the new 
demands of users, their tasks, changed environmental conditions and changing practices.  
 
One important difference between artifactual and biological evolution has to do with the 
additive nature of artifact functionality, making optimization under conditions of change 
a better bet for artifacts than creatures.  More often than not an artifact keeps most of its 
previous functionality and just adds more.  Remote control may have enabled the 
emergent activity of surfing, but the television sets they were part of still needed to be 
turned on and off, channels needed to be changed, volume altered.  It is interesting that 
all these functions remain in manual form, but the point is that the core functionality 
remained similar despite a change in the technology. This suggests that often a change in 
an artifact’s context creates a need for new features, e.g., better surfing management, but 
these new needs do not replace the core activities and needs the previous artifact was 
designed to meet. This means that last generation’s design remains a reasonably good fit 
with most of this year’s needs. 
 
There is a second, and more profound reason, however, for supposing the record to reveal 
near optimal designs: artifactual evolution proceeds much faster than natural evolution 
because it is driven by invention, and invention is a more powerful mechanism for 
change than mutation and genetic recombination.   Intelligent design is faster, more 
radical, and more volatile than biological evolution. 
 
There are different sources of this power: the power of analogical thinking, the faster 
propagation of market signals, the human penchant for fashion.   
 
Take analogical thinking.  When an inventor sees a feature in one artifact that might graft 
well onto another, (s)he has the chance of plucking that ‘pre-tested’ idea and re-
invigorating the existing product.   A handle that works well on tennis rackets may be 
adapted for hammers.  Teflon originally designed for space flight spawned a whole new 
product line of cooking ware.  Velcro, originally used as a simple fastener in fabrics, 
spread across thousands of products, giving rise to new products such as flowerpots that 
adhere to bricks and other rough surfaces. The common factor two Velcro enabled 
products share is that both have parts that alternate between being stuck together and 
(occasionally) being free.  Except for this one abstract similarity the two Velcro enabled 
products may be arbitrarily different. They can have different evolutionary trajectories.  
For example, bricks, shoes, belts, and archery, all recipients of Velcro late in their life, all 
have their own quite distinct history of design. Humans are good at appreciating abstract 
similarities; they are able to see an analogy between using Velcro to stick two ends of a 
belt together and using Velcro to hold a potted plant on a brick ledge.  There is no 
comparable process of grafting or gene splicing in standard accounts of natural selection, 
however.5  
                                                
5 Saltation theories, however, do allow for major jumps in design. According to 
Goldschmidt “macroevolution would require a different evolutionary mechanism, one 
that would create the decisive transformational step from species to species, from one 
higher category into another.  It would not take place through a series of atomistic 
alterations but by way of a far-reaching transformation of intrachromosomal structures.  
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Why don’t we find gene splicing more prevalent in biology?  One reason – aside from 
constraints on reproduction – is that random grafting is rarely good.  Inventors must 
choose their grafts intelligently; and when they find an interesting candidate feature they 
expect to make a variety of changes in the host design to support its integration.  It can 
require extensive tinkering to make a new feature contribute value to an existing system.  
Evolution requires that hybrid organisms prove their value early.  If it takes generations 
of adaptations to improve a system, a feature will wither before it takes off. 
 
A similar argument can be given to show why markets are able to select new designs 
faster than natural selection can:  markets propagate signals about the goodness of a 
design more quickly than reproduction can.  In biological evolution negative signals are 
produced when an organism dies before reproductive age, and positive signals are sent 
when an organism has reproductive success (the more offspring to reproductive age the 
bigger the positive signal).  Signals travel at the speed of birth and death.  With artifacts 
positive and negative signals are generated by market preference.  These preferences may 
be based on a sampling of groups that are few in number when compared with the 
population they represent.  This is especially the case if some of the market drivers are 
target groups, focus groups, elites, or design critics.  Both these and the population at 
large can form opinions about products before they buy them.  So an item can become 
‘hot’ before it has begun to saturate the market.  This means that fashion leaders can set 
fashion, and design critics can have a disproportionate effect on design. 
 
This difference in the mechanism driving the proliferation of artifacts and organisms 
bodes well for archaeology.  If the popularity of an artifact can be traced among the 
privileged, the elite, this sub-population may serve as a proxy for the greater population.   
In modern economies, consumer specialists use opinions of pilot groups as samples of 
larger group attitudes.  In ancient societies, and especially in less consumer-oriented, 
technologically less advanced cultures, it is doubtful that product testing occurred in a 
modern sense.  But the opinion of experts may have counted powerfully, leading to the 
widespread adoption of designs that court experts believed were best.  Even in early 
societies the theoretically best, or the near best, might have translated into the popular 
best faster than any standard model of evolution would assume. 
 
Accordingly, since artifacts can, in principle, change in design much faster than 
organisms they may adapt sooner to niche forces.  In assuming an optimization stance the 
question is not necessarily whether artifacts evolve the way biological organisms evolve.  
It is whether the artifacts that are prevalent are well adapted to their environmental 
niches. In the cultural world, because artifacts are the product of intelligent design and 
market-like forces, they are quicker to adapt to changes in task, practice and broader 

                                                
This repatterning, or Systemmutation, is attributable to cytologically provable breaks in 
the chromosomes, which evoke inversions, duplications, and translocations.  A single 
modification of an embryonic character produced in this way would then regulate a 
whole series of related ontogenetic processes, leading to a completely new developmental 
type.” Schindewolf  (1993) p. 352. 
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culture than simple selection would suggest.  Hence there is greater reason to treat extant 
artifacts as reasonable indicators of optimal artifacts. 
 
Objection two: The co-evolution of systems of artifacts implies technology holism.  
Holism defeats analysis of optimality of individual artifacts.  
 
The next objection arises because artifacts are not optimal in isolation.  You cannot solve 
one part of the artifact-practice-task-user problem without solving the same problem for 
the many interdependent artifacts that the relevant user community interacts with.    
 
Take an arbitrary utensil in a kitchen.   How can the practices associated with a spatula, 
for instance, be understood without understanding the stovetop, the pans, the grill or the 
variety of related tools a spatula might be used with?   And how can the functions of a 
larger device, such as a microwave be understood unless it is known whether the user 
community is university students living in dormitories or cooking enthusiasts working in 
near professional kitchens? 
 
Every artifact occupies a place in an ecology of artifacts. The niche of one artifact is 
defined in part by the others around it.  Keys are defined by locks, chairs, in part, by 
tables, fasteners by materials and tools, and altimeters by the cockpits they are embedded 
in.  See figure 7b. The adequacy of one artifact seems to depend on the adequacy of its 
partners.  This has the consequence that imperfect design in one part of a system may be 
compensated by excellence in others. You can’t know how one artifact was used unless 
you know how its teammates were used and the way practices developed and co-
developed for each. Hence, it is whole systems that must face the optimality condition, 
rather than each of their parts. 
 

  
Fig 7a Fig 7b 

    
Figure 7.  There are two senses to artifact ecologies.  In 8a and 8b we see the first type:  
collections of accessories or related artifacts that can be used with a given artifact.  In 8a 
we see accessories for a microwave that allow cooks to brown, crisp, and poach – all 
techniques not typically done in a microwave.  In 8b we see a modern airplane cockpit 
with its complement of dials, displays and control elements.  For any given task a set of 
artifacts will be relied on.  To ask whether a given member of an artifact ecology is, in 
some sense optimal, we must know its place in its ecology.  Add more accessories or 
dials and this may change. 
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An illustrative example of co-evolution of practice and artifact is found in the 
development of the modern oven.  Prior to heat controllable ovens, recipes were designed 
primarily for long heat or a combination of short heat on the ‘stove top’ followed by long 
heat.  With the advent of stoves that can be set to specific temperatures recipes have 
changed, the diversity of people who cook according to those recipes has changed, and 
the whole nature of cooking has, in some sense, changed.  It would be difficult to 
estimate the optimality of cooking artifacts without considering the type of recipes and 
cooking techniques of their users.  The four – oven, recipe, user and practice – have co-
evolved.  See figure 8. 
 

 
Fig 8a.     Fig 8b.   Fig 8c 
 

Figure 8.  In 8a we see a turn of the 20th century Welsh range with its many doors and 
compartments.  Cooks could rely on these different compartments to be at different 
temperatures.   Many of our modern recipes rely on setting an oven to a specific 
temperature.  This could be simulated in an expensive range such as this. But most 
kitchens did not contain such extravagantly expensive ranges. Moreover the temperature 
in most compartments was much lower than we normally cook at today. Accordingly, 
recipes called for slow cooking.  In fig 8b we see a Kamado oven, similar to the original 
Japanese design 3000 years ago.  Kamados are excellent for slow cooking BBQ style.  In 
fig 8c an Indian tandoor is shown.  It too was used to roast meat, though at a much faster 
rate than Kamado’s or ranges.  Recipes and ovens co-evolved.  

  
The same pattern of co-evolution shows up in the coordination between food preparation 
and the utensils for eating.  In a world of chopsticks food comes pre-cut in bite-sized 
pieces.  There is no need for a knife if there is nothing to cut.  No need for a fork if 
nothing need be speared or shoveled.   Although the Asian cooking process still yields 
bigger than bite-sized slabs of meat, these are usually cut before serving and only small 
pieces are laid on the plate. Larger sized elements, such as whole fish, are cooked to the 
point where they can be picked off the bone at the table, although in more formal 
contexts a final step of ‘plating’ takes place to save diners the obligation.  Since etiquette, 
recipes and practices are hard for archaeologists to find solid evidence for, the problem of 
technology holism is genuine and challenging. 
 
Reply to the problem of technology holism: the credit assignment problem can be 
solved in AI (with enough iterations) so it can be solved in archaeology. 
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The problem of holism is a version of what in Artificial Intelligence is called the credit 
assignment problem:  if a metric can be applied only at the periphery of a process – e.g. at 
the end of a chess game rather than to intermediate moves – it is hard to determine how 
much credit or blame each component of the process deserves to be given.  In a chess 
game of 35 moves, how much credit should move twelve be given for its contribution to 
the eventual win?  The available data – wins and losses – seem too thin.   
 
The challenge of holism, then, is not that credit assignment is impossible.  It is that the 
obtainable data underdetermine our capacity to determine how to assign credit. Is this 
true for either biological or artifact ecologies?  The simple answer is: not if the artifacts 
or organisms can be studied ethnographically or experimentally.   Biology, ethology, evo-
devo, economics and other disciplines have devised techniques for uncovering more data. 
 
For instance, in biology, the prevailing wisdom is that every organism is part of a local 
ecology – a holistic system – in which the fitness of a single organism cannot be properly 
understood without understanding how it interacts with the other organisms partly 
defining its niche.   To deal with this increased complexity new techniques have been 
developed. Some involve simulation, others require new forms of mathematical analysis, 
and still others rely on manipulating ecological conditions and observing outcomes.6   
 
Can the same be said for the study of ‘extinct’ organisms, cultures and artifacts, which no 
longer can be studied in their living context?   
 
At present it is difficult, if not impossible, to determine the practices a culture adopted for 
many of its artifacts because such practices leave no direct trace in the record.  A group’s 
diet may be inferred from bone remains; but the way its members prepared their food 
leaves no trace, except perhaps in the utensils they used to prepare, serve and consume.   
 
Therein lies a hint.  The need for a given artifact to fit near-optimally with the rest of the 
artifacts in its ecological niche makes it possible to look for further constraint.   
Archaeologists may use their own role-playing or computer simulations of artifactual use 
to generate ‘plausible’ scenarios of use.  If these scenarios actually took place there may 
be observable traces that would otherwise be ignored.   The way these simulations would 
work is by running combinations of practices, artifact ecologies and users, under various 
assumptions and looking for configurations that a) meet the data from the record; b) seem 
plausible given what is known historically about users and their culture; and c) are 
optimal in an evolutionary sense – that is they spread in number throughout the 
population of users.   If simulation suggests the prevalence of an artifact’s design and 
archaeologists then find that design in the record, they have prima facie reason to think 
that it was selected for because it met their needs. 
                                                
6 See especially work in agent-based and network modeling of biological and cultural 
systems. Ecological Networks: Linking Structure to Dynamics in Food Webs, 
edited by Mercedes Pascual and Jennifer A. Dunne, Oxford University Press.  
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There is no guarantee that this method will work in archaeology, but without an 
assumption of optimization, such simulation, experimental and mathematical techniques 
are unmotivated.   It is by now common practice to engage in all of these. 
 
 
Objection Three: What counts as optimal in design is culturally relative so there is 
no objective basis for judging how good a design is. 
 
Artifacts are always embedded in a culture, with its historical practices and biases.  In 
modern society it sometimes happens that a design that is successful in one community is 
not successful in another. If both communities use their artifacts to perform the same 
tasks why do they prefer different designs?  According to the optimality hypothesis the 
goodness of a design is an objective matter. Prima facie, what is good in one community 
ought to be good in the other; and what is preferred in one ought to be preferred in the 
other.  The same design should dominate in both cultures. Because this is empirically 
false, and there are clear cultural differences in design values, more must be at play in 
artifact choice than the objective notions of efficiency and effectiveness.   Perhaps factors 
that are more subjective, such as style or aesthetics, also play a central role in choice. 

           

 
Figure 9.  Consumers in France and USA seem to prefer different interfaces for their 
microwaves. French models have far fewer buttons, relying instead on analog style dials 
in place of digital number pads.  American models strongly bias number pads and add 
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as many as ten more buttons for specialized cooking, such as defrosting poultry or fish, 
heating beverages, or baking a potato.  Since all microwave cooking ultimately depends 
on setting only the power level and duration, the two systems are functionally 
equivalent (roughly speaking), though they set these parameters in different ways.  Why 
are there these cultural differences in preference?  Do the French and American users 
have different design sensibilities?  
 

In figure 9 the design landscape of a microwave is shown graphically to emphasize how 
microwave designs in Europe and the US have evolved differently.  Although American 
style microwaves are found in the European market and European style microwaves are 
sold in the American market the central tendency of design found in the two populations 
of microwaves is quite different.  If this is not the consequence of different practices, 
needs, or uses then the two communities must either be optimizing along more 
dimensions than function alone or microwave design is a counterexample to the principle 
of optimization.    
 
In evolutionary theory there are several mechanisms for explaining why sub-populations 
might begin to pull away from each other and fork into groups with different attribute 
distributions.  When applied to artifact selection they all explain why there might be 
cultural differences in design and provide reasons to question the hypothesis of artifact 
optimality by some objective measure.  The three most relevant mechanisms are: genetic 
drift, the founders effect, and capture by local minima.  
 
Genetic drift explains why, in small, reproductively isolated populations, changes due 
solely to chance factors can lead to changes in gene frequencies that are unpredictable 
from simple accounts of recombination, mutation, and natural selection.  For instance, in 
a small population, a few individual organisms may spread disproportionately through a 
population simply because, by chance, they were the first to thrive, or by chance they 
mated with others unusually similar to themselves.  After a few generations this bias 
leads to decreased population diversity.   The attribute distribution drifts to that found in 
that randomly successful sub-group. 
 
The cultural equivalent to genetic drift is called artifact lock-in.  Simply by chance, two 
societies both using their artifacts for the same tasks, may form divergent preferences 
because users happen to group into self-reinforcing opinion cliques.  Each clique has its 
own preferred artifacts and the members of the society who are not part of a clique soon 
find themselves choosing between a small set of popular products, whether they like it or 
not.  New designs have a hard time entering the system because the opinion cliques serve 
to bar entry.  They lock out new designs while permitting incremental change in the 
existing ones. The result is a narrowing of artifact diversity.   Returning to microwaves, if 
the opinion makers of French and American cooking have different views about 
microwaves, opinion cliques may form and drive the preference of each population away 
from each other.  Even if one microwave is objectively better than the other, the opinion 
cliques in one of the community will bias the judgment of consumers and lead to the 
prevalence of a sub-optimal microwave.  Thus, French and American consumers may 
each believe they have the better microwave, but only one may be right. 
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The founders effect explains how genetic bifurcation can arise when a small sub-
population becomes isolated from its parent population.  It will not explain why 
American and French microwaves are different because both populations have access to 
each other’s products. It would explain how the two might have evolved different 
preferences for subsequent artifacts had they been cut off from each other and if the US 
had always maintained a restrictive immigration policy. The founders mechanism 
requires that all the members of a group be descendants of a few founders and that that 
group never mixes with a different bloodline.  In that case, any genetic biases of the 
founders will be passed along.   For example, a small group of bison cut off from the 
main herd may have genetic idiosyncrasies.  If the group is small it will not have all the 
genes distributed throughout the larger herd.  If this small isolated group survives and 
multiplies its members will pass on to their descendents their genetic biases.  This new 
herd, even if becomes large, may have genetic biases quite unlike the larger herd.   
 
The case for a founders-like effect occurring in artifact populations is a little different.  
The most obvious analogy is where a few members of a culture isolate themselves and 
continue using the designs they were accustomed to when they were part of the larger 
community.  Like the Amish people of Pennsylvania the descendents of the original 
group may perpetuate the past because their culture is profoundly conservative and 
disapproves of innovation.  This Luddite mechanism differs from opinion cliques in that 
in a reactionary society there are not just a few members who are the fashionistas – the 
arbiters of good taste – it is the whole community.  For cultural reasons the biases of the 
founders are perpetuated in an authoritarian tradition that is preserved generation after 
generation. The outcome is similar to drift:  a society may evolve with its own traditions 
and its own sense of what is good.  In drift the society slowly moves toward the opinions 
of a few; in the founders effect, a splinter group with idiosyncratic and authoritarian 
views prevails leading to artifacts being valued for reasons other than their task 
optimality. 
 
Drift and founders bias are mechanisms that lose their power as a population increases or 
if new blood enters the population.  This ought to hold for artifacts as well.  When there 
are more people to invent and choose artifacts, people who may buck tradition, there is a 
greater chance of artifact variation, and greater chance for consumers to choose designs 
based on their effectiveness.  The power of diversity and choice should lead to change 
and the best winning out.  In the long run, a large population ought to generate enough 
candidates and non-affiliated consumers that opinion cliques or an authoritarian tradition 
would be eventually overwhelmed and the design that comes out on top should be the 
best. If there remains a cultural bias in large, enduring populations its explanation must 
lie elsewhere.   
 
The prime candidate for cultural bias in large mixed populations is the selection 
mechanism itself, which by its nature is a local maximizing process. In classical 
evolutionary theory only small mutations or changes tend to take.  Although major design 
revisions might lead to significant performance improvements, these usually require the 
design to be modified or fine-tuned so that it works effectively with the pre-existing 
ecology of other artifacts, practices and supporting elements. Until that point organisms 
based on the status quo design are more likely to be successful despite the long run 
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potential of the new design, assuming it were successfully integrated and fine-tuned.    
Consequently, there is a bias for small, low risk improvements.  Artifacts will evolve 
along design lineages based on incremental change.  This explains why two populations 
might evolve along different lines if they began with different seed designs.  These seeds 
might have been comparably effective at their outset but have different effectiveness 
horizons.  The lesser design would be incrementally changed until it reached a limit point 
where only a change in its basic principle could take it higher.  
 
This effect is well known.  Status quo designs will often continue to proliferate despite 
innovations available that would outperform them. Innovative designs languor despite 
their longer term potential because these benefits would emerge only after appropriate 
changes had been made in the supporting ecology.  Accordingly, anyone who tries 
producing an innovative design faces an initial period where production costs are not 
recouped.  Without the capacity to take a loss, however, the innovation will die and the 
population will be forced to accept worse products.  If culture is a local optimizer the new 
artifact will never live long enough to be fine-tuned and fully integrated into surrounding 
practices and production methods. 
 
Do cultures actually get trapped in local minima in this way?  Do designs follow 
something akin to an evolutionary path that locks them in?  
 
Paul David [unpublished] and Scott Page [2005] in their discussions of path dependence 
have offered a convincing explanation of why artifacts get trapped in sub-optimal 
designs.  In discussing why QWERTY keyboards continue to dominate the keyboard 
market despite their being provably sub-optimal from an efficiency standpoint, Page 
offered the following:  
 

There were increasing returns to buying a QWERTY typewriter because as more 
were sold, the costs of marketing QWERTY’s fell. The QWERTY was also self-
reinforcing.  Textbooks for learning how to type were all based on the QWERTY 
layout. The QWERTY also created positive feedbacks. One QWERTY typist 
could type on another person’s QWERTY. Eventually, once there were enough 
QWERTYs in use, it became locked in as a technology. We are all part of the 
QWERTY nation.  P5. An Essay on The Existence and Causes of Path 
Dependence. Scott E Page  2005. 

 
Page and David emphasized the prevalence of QWERTY teaching aids.  A system of 
support technologies and institutions arise that make the QWERTY part of a more 
comprehensive set of practices and artifacts.    
 
This ties in well with another factor.  Consumers suffer from what we may call learning 
inertia.  They often prefer the tools they have, which may be second best, to the ones they 
might have, which are much better, because mastering those new tools requires that they 
acquire new habits.  The cognitive effort involved in studying might be a wise investment 
given the returns to be enjoyed from better tools, yet people resist acting in their long-
term interest because they cannot overcome their resistance to practicing in order to learn 
new things.    
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This same resistance to new things may be explained by another generalization: people 
like what they know. Once people have learned to like the things they have, they can be 
slow to like new things.  A taste for the new, even when it is better, is not always 
instantaneous.   This leads to a distortion in preference functions that is rarely discussed.   
 
In economic theory the preference function of a person or group is usually assumed to be 
stable and complete.   Stability means that tastes do not change in the short run.  
Completeness means that for any two products P1 and P2, either P1 is preferred to P2, or 
P2 is preferred to P1, or the two are liked equally.  This holds even if one of the products 
has never been encountered.  Both assumptions are psychologically false.  People do not 
know their relative preference for things they have never encountered.   And often a 
measure of their likes or dislikes taken immediately after their first encounter is not a 
reliable indicator of their longer-term preferences.  A new fruit may taste better the 
second time round (or worse) once its strangeness (or novelty) has worn off.  New things 
take time to grow on people. This shows either that people initially do not know their 
preferences for novel things or that they change those preferences in the short run.   
 
Once the assumptions of completeness and stability are relaxed it is rational for 
consumers to display resistance to change. Why should they go to the expense of buying 
a new item if they can’t trust their initial reactions on seeing it?  Most people are not 
early adopters anyway.  They prefer a wait and see approach.  Because this means that 
new products will be slow starters many good products will never get a foothold and it 
will be hard to dislodge incumbent products.  Once a design became prevalent in a 
culture it would tend to stick.  The outcome is that if two cultures developed artifacts 
with differences in their seed design they would tend to stay apart.  Incremental change 
would likely be better received than major change.  And so the designs that proliferated 
early in a culture would tend to determine the direction of change.  Without a change in 
the tasks people need to perform, cultures that start from different core designs will tend 
to perpetuate their differences, even if one culture’s design is less effective.   
 
Reply to criticism Three: Cultural biases may still lead to artifacts that are optimal 
or near optimal by some objective measure if we include non-functional attributes in 
the metric.  But this dangerously complicates the analysis and rejects the priority of 
efficiency.  
 
Of the challenges to an objective, culture independent metric of optimal design only those 
concerning local optimizing and path dependence are general enough to derail the entire 
approach.  Drift and founders effect are the result of random processes acting in small 
relatively isolated populations.    They do not apply to cases, such as American and 
French microwaves, where both cultures are huge and have access to the mature designs 
of each.   
 
The thrust of local optimizing arguments is that major design changes cannot initially 
compete with status quo designs and so are second best until they are fine-tuned.  There 
are a few reasons why artifacts might escape the second best argument. The first derives 
from humanity’s unique capacity for investment.  People will endure short-term costs, 
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such as those associated with fine-tuning, if they expect long term gains to more than 
compensate them for their short-term losses.  Someone who passionately believes that he 
has a better designed sword may decide to continue making his new design despite his 
loss of income in the short run, as long as he remains confident that people will 
eventually discover the potential of his new technology.  Natural selection is incapable of 
this sort of investment.  Hence more innovative artifacts may hang around long enough to 
be tinkered with until consumers recognize their intrinsic effectiveness. 
 
Second, intelligent design is more powerful than the blind watchmaker.   As mentioned, 
designers can tinker with an invention in their workshop until it is better designed than 
the competition.  Fine-tuning can be done offline in the case of artifacts but not in 
biological creatures.  And because inventors can choose features from other designs that 
have already been proven to work well, invention is not a random process and need not 
be incremental.   The result again is that major innovations can break on the scene in a 
ready to be accepted manner.  The designer paid an offline cost for fine-tuning and 
refinement. 
 
Both of these arguments suggest that human design can proceed at a faster pace than 
biological design.  Human designers can create interesting variation in design faster and 
with less immediate reward than biological processes.  But consumers are assumed to 
come around in the end.  The arguments from path dependence, learning inertia and 
incomplete and unstable preference all challenge this last assumption. There are 
institutional and psychological reasons why members of a population may have 
entrenched biases. Indeed, the hallmark of culture, it has been said, is that it causes sub-
optimal choice [Bednar & Page 2007].  Because there are many ways for a design to be 
sub-optimal there is little reason to suppose different cultures will converge on the same 
designs. 
  
These arguments are, to my mind, hard to overcome. Because optimality means there are 
no technologically accessible artifacts that are functionally more effective given a set of 
tasks, workflows, skills and ecological contexts, then any successful innovations lurking 
in a culture prove that the status quo artifact is not optimal.  At best a culture needs time 
to reach a new equilibrium where innovative products dominate.  At worst the inherently 
conservative forces of preference and institutional entrenchment will keep a culture from 
reliably adopting the best innovations.   
 
I think these arguments establish that we cannot assume the artifacts present in a culture 
are optimally designed for the functions they were meant to serve. All these arguments 
point to one conclusion: preference is history dependent and to understand the choices of 
a society at any moment it is necessary to study the trajectory of choices that led up to 
that moment.  Put differently, choices are locally optimal if you know the circumstances 
of choice well enough.  This should be no surprise as it merely restates that evolution is a 
local optimizer rather than a global one.  It does emphasize, though, that the mechanism 
inhibiting global optimization is different in the cultural and biological case.    
 
The deep question is whether it may be possible to see artifact evolution as a more 
globally optimizing process if the attributes being optimized include non-functional ones, 
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such as beauty, personal expression, style, and so on.  There is no doubt that fashion and 
trend are often based on attributes unconnected to efficiency and functionality.  So why 
not pots and pans, axes, weapons, carpentry tools and the rest? Can we construct a theory 
of rational choice if path dependence and imperfections in the preference function mean 
that users have idiosyncratic judgments of non-functional attributes?  
 
The notion of optimization in economic theories of consumer behavior treats 
functionality as only one of many grounds for ranking the desirability of artifacts.  One 
consumer may prefer an axe head because of its usability – a key factor in its functional 
efficiency – another may prefer it for its color, the smoothness of its feel, its appearance 
or history of use.  In economics the diversity of reasons that go into rational preference 
are not seen as grounds for rejecting the principle of optimizing or satisficing, they are 
seen as grounds for accepting.  People can have very different preference functions and 
still be rational.   
 
This a dangerous line to follow.  First, it does not address the concern that preferences are 
unstable and incomplete.  The foundation of economic theories, accordingly, may be 
shaky. Even more importantly, the rationale for restricting optimality to functional design 
was to allow positing a measure of optimality that is independent of revealed preference, 
and hence independent of the artifacts that are prevalent. Because we used optimal 
foraging theory as our paradigm of optimality artifacts need to be well designed in the 
same way that a well adapted creature’s behavior is well designed to its foraging tasks 
and niche.  By extending optimality beyond the functional we, more or less have accepted 
that people’s artifacts are often not optimally designed, in a functional sense, for their 
tasks and practices.  
 
Is it possible to gain any leverage from this weakened approach?  In archaeology, as in 
economics, we are free to allow non-functional considerations such as aesthetics, or 
cultural preferences for certain types of appearances, to figure among the selective forces 
that lead to optimal choice.  Discovering independent evidence for these preferences, 
however, is difficult.  Only if data can be found for the cultural biases in an ancient 
society can any part of the optimality principle be saved. Once we recognize that a 
culture’s preference function is partly based on aspects of design unconnected to 
efficiency and effectiveness we need to complicate our measure of optimality. 
  
One reason to be cautiously sanguine about the archaeologist’s plight is that biases have a 
way of showing up in the frequency of tasks performed.  For instance, in France, daily 
diet and the everyday practice of preparing meals is quite different than in the United 
States.  For one thing, until very recently, French consumers did not have access to the 
variety and abundance of frozen foods.  This meant there was less need to defrost and 
therefore less need for an interface that simplified the decision problem of choosing the 
power and time settings for defrosting.  From an archaeological perspective, it is 
reasonable to expect evidence for the prevalence of certain food types and preparation 
methods. These would support inferences about the reasons certain cooking, cutting and 
storing artifacts may have prevailed in a culture.    
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Another way cultural biases may show up is in design similarities across products.  Thus 
if the French show a preference for dials in other artifacts, such as Stereo systems, while 
Americans show a preference for buttons in other artifacts we have an indicator of bias 
that is independent of any one product. 
 
The implication is that cultural bias, per se, is not a sufficient reason to overthrow the 
optimality principle. It remains a helpful methodological directive.  But it makes the 
archaeologist’s job so much harder that for many cultures it may offer little advantage 
over existing methods, which in any event already incorporate many of the same ideas.  
To be useful the optimality principle should be bounded: conditions where it will likely 
be helpful should be distinguished from those where it will likely be unhelpful. 
 
Final Objection.  In ancient societies the population may have been too small and 
their artifact choice too thin for selection to deliver near optimal products. 
 
Of all the reasons for questioning the optimality assumption the one I personally find 
overwhelming has to do with population size and artifact diversity.  These are the crucial 
factors determining when to consider using an optimality principle.  For instance, in pre-
market societies there is rarely enough variation in design to support optimization – 
products cover too little of the design space. The user populations, or sub-populations, 
moreover, are often too small to reliably select optimal designs.  As a result, in ancient 
cultures there may not be enough commissioning of artifacts, or trading between groups 
to guarantee that evolutionary processes lead to optimality, or near optimality in artifact 
design, even when history is taken into account.   Inventiveness and innovation is be too 
slow to drive even local optimization. 
 
Failure in artifact diversity and population size can be seen as violations of the following 
two principles presupposed in evolutionary and economic theory: 
 

1. The principle of sufficient variation in design:  The set of artifacts on the market 
are different enough, and there are enough of them, that they fill up all the 
dimensions of user value.  There must be enough difference in size, appearance, 
ease of use etc. of the artifacts, in each ‘price’ range, that every user can, in 
principle, find his or her personally optimal artifact.   If available artifacts only 
sparsely populate the value or quality space, people too often have to settle for the 
best available, whether this be second best, third best, or even worse, relative to 
what they want had they been given more choice.  Accordingly, nothing reliable 
can be inferred about the quality of a design given what is found in the record of a 
pre-market (non-trading) society, except that the people at the time chose the best 
of a possibly bad lot.  Too little variation means that the design space is thinly 
covered.  The data of user preference will not support inference about preference 
on any particular value dimension.  Users have to make too many compromises.  
 

2. The principle of sufficient population: There are enough consumers demanding a 
product at any moment that it is possible to infer the design attributes they care 
most about (assuming there is enough variation in the designs available).  If a 
group is large enough we can get a statistically significant distribution of 
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preferences based on their dimensions of interest.   If there are not enough 
consumers relative to quality space then we cannot suppose that a given consumer 
group will provide us with an unbiased measure of their values. The more 
dimensions of value there are, the more consumers we need.   How much can 
twenty consumers possibly reveal about the nature of their preference for artifacts 
having hundreds of design variations?   

 
The challenge these two principles pose is that design optimization may be a statistical 
anomaly in some cultures.  This plays out in two ways.  
 
In non-inventive societies with big populations, tools and artifacts may have more to do 
with what happened to be invented than with what ought to have been invented, given the 
needs of users. People end up wanting just the things they’re offered.   They like what 
they have because they cannot imagine having more choice.  Hence limited choice can 
lead to limited wants independently of population size. 
 
The story for inventive societies with small populations is not quite as bleak but bad 
nonetheless.   The tools and artifacts that proliferate may have more to do with what 
catches someone’s fancy, or with what hits the market first, than with what has the best 
design.   In small markets, drift and founders effect are real possibilities because the cost 
to review all the products an inventive group may present can be overwhelming for 
individual consumers.  They are more likely to fatigue and buy something they have 
already seen than continue searching for what is best. The products at the front of the 
market often sell most even though they may be inferior. Hence, only some products end 
up being reviewed and these soon spread throughout the group. Whoever gets to market 
first has an unfair advantage.  A famous example of this outcome occurred in the early 
1980’s when the VHS format beat out the Betamax format for videotape to become the 
market dominant tape despite Betamax’s technical superiority.  But the idea that a 
product can dominate a market for reasons unconnected to its efficiency, or even its 
beauty, style and effectiveness, is an old one. 
 
The upshot is that only in societies where both invention is plentiful and the population is 
large enough to consider all those inventions can we hope for optimal designs to emerge 
as market dominant.  
 
Reply to Final Objection: This is a compelling argument only partly offset if a 
culture is both highly inventive and has an expert population.  
 
In societies where inventors are both creative and diligent, and the users selecting 
artifacts are experts there is a chance that the best candidate designs will proliferate and 
that these will approach the optimum.   
 
Inventors are intelligent designers. The process of intelligent design no less than the 
process of natural selection works by generating candidates and selecting the better ones.  
In problem solving theory this is known as the "generate and test" paradigm.  In natural 
selection the first step, generate design variants, has a random element.  In intelligent 
design, by contrast, it should not.  A human designer intentionally modifies an existing 
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design, or creates a new design, not in a random or haphazard process, but reflectively.  
This generation process is itself the outcome of a selective function, namely the result of 
reflecting on the likely goodness of different designs.  As Popper said, "Our ideas die in 
our place".  So designers may try out a creative idea on paper or in their imagination 
before committing to physical prototypes.  This double process of preselecting a 
candidate, then realizing it and trying it out in the physical world, means that intelligent 
design may proceed at a much faster pace and with less random variation than natural 
selection.  Whereas nature would physically generate thousands of variations in order to 
select a few, human designers can mentally generate thousands of designs, select a few 
for physical implementation, and let the population of users select the best. 
 
This double selection process is naturally subject to abuse.  A designer's intuitions of 
what will be best may not match the user population's experience of what is the best.  A 
designer may believe (s)he knows what users will like; and in a happy world (s)he will be 
right; tools will indeed improve rapidly and users will consistently be getting better 
artifacts.  In a less happy world, designers will be wrong about what will work best for 
users and progress will be slow or non-existent.   
 
When inventors are creative they can meet the requirement of the principle of sufficient 
variation even with a small number of newly implemented designs providing their own 
pre-selection is reliable.  This is a big if.  But even granting their pre-selection is 
equivalent to having more candidates generated and rejected, inventiveness alone cannot 
compensate for the problems that arise when the population of users choosing among 
different artifacts is small.  
 
The problem with a small population is that when designs vary in many dimensions there 
are not enough choices made to show how the dimensions trade off.   What matters most: 
how well a blade can take an edge or how well it can be thrown?   A few people cannot 
reveal the structure of their preferences unless they can each buy hundreds of tools. This 
is why the principle of sufficient population matters even for an inventive culture. 
 
When a small population is made up of experts, there is some hope that they can judge 
the design dimensions of a tool well enough to signal the key attributes of a design to 
inventors.  This might lead to near optimal tools being produced for a small but expert 
population.  For instance, only a few blacksmiths made swords or samurai.  But they 
represent the pinnacle of sword design.  
 
Nonetheless, experts can be wrong or biased.  And if they must choose between a set of 
tools that is too small or the tools may vary along too many dimensions they may still be 
biased.  This highlights the strongest reason large populations are important for design 
optimization: there is reliability in large numbers.  In his famous note on the value of the 
median estimate Francis Galton [1907] gave a striking demonstration of the remarkable 
guessing power of large groups.   He used as data the recorded estimates of people 
guessing “the weight of a fat ox after it had been slaughtered and ‘dressed’ ” .  The 
annual West of England Fat Stock and Poultry Exhibition held a contest in which 
attendees could submit their guess on a ticket they purchased.  The winner received the 
dressed ox.   To his astonishment Galton found that of the 787 contestants, most of whom 
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had an average farmer’s knowledge of animals, the median guess was less than 1% off: 
“the middlemost estimate is 1207 lb., and the weight of the dressed ox proved to be 1198 
lb.; so the vox populi was in this case 9 lb., or 0.8 percent of the whole weight too high”. 
Although there were many guesses that were badly off the mark in one direction or 
another the median guess was astonishingly accurate.  How large a contestant population 
is needed to ensure a robust estimation is itself hard to estimate.  But clearly, the bigger 
the population the better.  The same applies to the robustness of estimating the goodness 
of designs.  The more people there are to look over artifacts, the more reliable will be 
their judgment of excellence.  
  
The upshot is that cultures with small populations, even those with inventive artisans, 
may find themselves working with tools and other functional implements that fall well 
short of optimal designs, even given the constraints of production and cost.  I see this as a 
real limitation on the scope of the optimality assumption.   It is all the more significant 
for archaeology because so many ancient populations are small.  There will not be 
enough carpenters, stone masons, hunters, warriors, blacksmiths and other artisans, to 
reliably hill climb along the many dimensions of design.  In such communities, 
optimality of design, even local optimality, is more likely to be the exception than the 
rule.  Even when the requirement that artifacts be functionally optimal is relaxed, and 
beauty and style are added to the attributes that matter to users, and even when optimality 
is construed in as local optimality and must be understood in a history dependent sense, 
still there will remain the dimensionality problem that a small number of users cannot 
span many dimensions of design.  The assumption of optimal design is inappropriate for 
small populations.  
  

Summary and Conclusion 
Throughout this inquiry I have been threading together a few themes. The first is 
ecological: artifacts are part of a dynamic ecology of users, designers, supporting 
artifacts, tasks and practices, and constrained, moreover, by a culture’s momentary 
technological envelope. Artifacts, tasks, users and practices co-evolve.  Each adapts and 
changes the other.  Analyzing this co-evolution is hugely difficult and in all probability 
impossible without making assumptions about how well designed artifacts are and how 
well adapted users and their practices are to those artifacts.   To break into this holistic 
complex, I suggested that it is necessary to assume that an artifact’s design is a culture’s 
way of adaptively responding to the demands created by its members’ tasks and pre-
existing practices. By assuming these designs are optimal or near optimal, artifact 
evolution can be explained using the language and mechanisms of selection, using 
biological evolution as an analogy.   
 
To explore the validity of this idea I discussed whether it is plausible that the artifacts that 
are most prevalent in a society are the best designed, given that society’s production 
possibilities. Using optimal foraging theory as an example I explained how artifacts, in 
ideal conditions, could be see as optimally designed relative to a set of value dimensions 
which define a cost-benefit space for that artifact.  In equilibrium, the artifacts that are 
mostly widely found in a society are (or ought to be) the ones that have the best cost-
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benefit profile.  Once artifacts are optimal, changes are driven by changes in this cost-
benefit space.  Thus the more often users engage artifacts and adapt their own practices 
and skills to the possibilities these artifacts open up, the more they find hassles, 
imperfections, new uses, and new usage environments for those artifacts.  New patterns 
of behavior emerge leading to new preferences.  These changes reshape the cost-benefit 
structure of activity associated with using each artifact.  This in turn creates an opening 
for new artifact designs.  As new artifacts are introduced they find acceptance if they 
have lower costs, or greater benefits than all others.   Hence they are well designed. 
 
This methodology might offer archaeologists a better understanding of the trail of 
artifacts they find in the record provided they can infer the changing cost-benefit 
structure of particular artifacts. Of course, a cost-benefit analysis is most plausible for 
functional artifacts such as tools, where it makes sense to ask how efficient, effective and 
easy a given artifact makes task performance.   But, arguably, it is a start. 
 
I also argued that there are grave challenges to this approach.  An evolutionary model of 
artifacts must also deal with the complexity introduced by rapid innovation and the 
interdependence of artifacts. When cultural conditions are right humans are capable of 
rapid innovation.  Artifacts then change so fast that a given design is around too briefly 
for users to reach a reliable equilibrium and so generate a plausible cost structure for that 
artifact. An ecology that lurches from transient to transient is insolvably complex.  
 
Another challenge comes from the interdependence of artifacts. Rarely do we use an 
artifact in isolation. Artifacts have their own mini ecology. Pots and pans are used on 
stoves or fires, and their users count on having spatulas, bowls, plates, knives and cutting 
surfaces, running water and so on.  No artifact is good or bad by itself as the supporting 
elements of an artifact ecology can compensate for the limitations of any one artifact in 
isolation.  The result is that it is hard, if not impossible, to build a cost structure for a 
single artifact.   
 
These objections, taken as a whole, threaten the very idea of seeing artifact evolution as 
an optimizing or near optimizing process. I argued against most of these objections being 
insurmountable if adaptation is seen as a semi-optimization process.  But even then 
solutions are hard to reach and uncertain.  And moreover, in many cultures there are 
institutional and psychological reasons why the users of artifacts do not quickly gravitate 
to the best artifacts.  Functionality, it turns out, is only one of many attributes driving 
rational choice.  
 
Even if the hard problems of holism, culture, rapid change, extension of preference to 
non-functional attributes and other concerns were resolvable there remains limits on the 
applicability of an optimization methodology.  It does not apply to cultures where 
innovation is sparse.  When there are too few artisans creating new artifacts, or when 
there are too few users clamoring for improvement there is not enough diversity or 
selective force to ensure that artifacts are well designed.  The tools and objects that 
predominate will be worse than a culture is capable of producing.   This outcome more or 
less rules out using an optimization approach on small, technologically quiet cultures – a 
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disappointing outcome.    Evidently, there are profound limitations on the usefulness of 
optimization as a methodological directive in anthropology. 
 
A second theme, implicit throughout, is that things have a certain cognitive life because 
they mediate how people engage their environment. Without artifacts most of the tasks 
we perform, and most of the tasks earlier peoples performed, could not exist. Artifacts 
partially constitute human tasks. They shape how humans encounter the world.  Without 
a flute or a musical instrument there would be no instrumental music or instrumental 
practices.  Musicians and their audiences would be denied a major form of musical 
experience and activity.  Life would be cognitively less rich.   
 
By itself, this does not establish that artifacts have a cognitive life.  First, life implies that 
the living thing tries to maintain itself.  Artifacts are not independent from the humans, 
practices and cultures that use them.  Moreover, the ability to support experience, even to 
be necessary for experience, is not sufficient for cognitive life.  If it were then oceans or 
deserts would have a cognitive life because they support and are necessary for humans to 
have ocean or desert experiences.  The key feature of artifacts, however, is the way they 
co-evolve with the humans who use them.  Artifacts are unlike oceans and deserts in that 
they evolved to support human experience.  They help to preserve the collective practical 
knowledge of a group.  A major function of artifacts, then, is to serve as a repository of 
knowledge.  Because most of the cognitive life of a culture is tied up in the way its 
members perform tasks and solve everyday problems, the artifacts that partly constitute 
and frame those practices, and embody the intelligence of generations of designing, serve 
as partners in task performance.  This intelligence in design does not earn them the right 
to a ‘cognitive life’ of their own.  They are parasitic on human culture.  But they are 
symbiotic and essential to our cognitive life, extending the power, effectiveness and 
duration of practices beyond the lifespan of individual members of a culture.  They are 
part of humanity’s cognitive encounter with the world. 
 ____________ 
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