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such tools just make it easier or more reliable to fish out insects. More often, it would
be impossible for the crows to search the interior of holes without the sticks. Owing
to the different ways crows in different places use the tools, it is interesting to ponder
how local the tool-making cultures are, but the virtue of the tools and, in part, the
cultures that ensure the skills to craft them is that new actions are possible that alter
the state space of insect search. These allow new and shorter paths to the goal of
insect capture.

It may seem that delineating the effect of tool use on the structure of a task is
as easy as rewriting the state space with a slightly changed connectivity and possibly
a few extra states thrown in, but this is an oversimplification. In fact, tool use can
change almost every facet of a task. Tool use may require any of the following
modifications:

o Adding nodes to the state space as new things can now be done: For
example, with a rock hammer, a chimp is able to crack harder nuts, so
now the space of things that can be done increases.

Reconceptualizing or refining the state space so that states and tasks once
treated as unitary must now be differentiated: For instance, because of
the role that rock hammers play in the activity of cracking nuts, chimps
now can distinguish nuts that are crackable without a hammer from
those crackable with a hammer from those that are totally uncrackable.
Given the value of distinguishing these nuts, it becomes possible to
define new tasks and actions, such as sorting nuts by these new
categories, preparing oneself to use the tools, and the manifold activities
associated with maintaining the tools.

® Adding new branches and changing the distance measures between states
so that once-distant states now are reachable in fewer steps with the help
of a tool: This reduces the shortest path from one state to another. For
example, a tray may permit one to pick up several objects at once,
thereby creating an action that behaves as a macro-operator, collapsing
several actions into a single one.

Changing the probability of reaching a state: For instance, chimp fishing
poles increase the probability of securing termites, as do the
manufactured probes used by the New Caledonia crows.

Given the profound impact that tool use can have on performance, it hardly needs
justification as a strategy for superoptimization. Tool use and its cognate, coopting
existing resources for new functions, are two of the most powerful ways of changing
the state space of the task. With the act of introducing a tool, or with a behavior
that imbues an existing resource with new functionality, a creature can leverage its
existing capacities to new levels. Few superoptimizing strategies are as powerful.
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Figure 4

Ing(he game of 15, there are two players. Players take turns selecting one card from the set on the table.
The first to collect three cards that sum to 15 wins. The game of 15 and tic-tac-toe have isomorphic
state spaces, as can be inferred from transforming the former into a tic-tac-toe-like game based on a
magic square, as shown in the middle panel.
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Strategies for Improving Cognitive Congeniality

Thus far we have considered actions that prune the ‘state space of a task environ-
ment, that introduce shortcuts, and that guarantee that action trajectories will lie in
hospitable regions. These actions increase the likelihood of task success or reduce
its expected cost, measured in physical terms. There also is a class of task-external
actions that leave the state space formally intact but that reduce the number and cost
of mental operations needed for task success. These actions, which elsewhere I have
called epistemic and complementary actions (Kirsh & Maglio, 1994; Kirsh, 1995a),3
change the world in order to have useful cognitive effects on the agent. They reliably
increase the speed, accuracy, or robustness of performance. They are yet another way
a creature—usually a human creature—has of improving its fit with its environment.

Let us call the measure of how cognitively hospitable an environment is its cogni-
tive congeniality. Different implementations of a state space have different degrees of
cognitive congeniality. We can explore this notion using an old chestnut from the
theory of human problem solving: According to Simon (1981a) tic-tac-toe and the
game of 15 have isomorphic state spaces (Fig. 4), yet tic-tac-toe is a trivial game,
whereas the game of 15 is not.

5 The expression epistesnic action was chosen to describe certain types of actions that lead agents to epistemic states they
might otherwise have reached by internal computation. In “Tewis,” for example, Paul Maglio and I found that players
seem to prefer to rotate “Tetris” pieces externally rather than rotate them mentally. They can more quickly reach states
of knowing what a piece would look like rotated 90 or 180 degrees by rotating the piece in the world and observing
the result than by performing the counterpart mental rotation. The expression complementary action was chosen to
describe certain types of actions performed in the external world that are so timed that they interleave with mental
actions as part of a more inclusive algorithmic strategy. For instance, we noted that subjects who count coins often
use their fingers to point in a manner that complements visual routines (sec the next section).

440 Adaptive Behavior Volume 4, Number 3/4



Adapting the Environment David Kirsh

Imagine now that we are playing the game of 15 but we have been allowed to
transform it to a magic square. On each turn, player X chooses a card and flips
it over on its place in the square, whereas player O chooses a card and takes it
off the board (see Fig. 4). Clearly, this new arrangement of 15 is cognitively more
congenial than the first. It is not as congenial as tic-tac-toe itself, but it is a step in that
direction. Like tic-tac-toe, the new arrangement allows us to extract much critical
task information perceptually rather than by mental arithmetic and so it encodes
needed information more explicitly (Kirsh, 1990) in the environment than in the
original, linear arrangement. The result is that it saves mental computation, reduces
cognitive load on working memory, and makes the game relatively easy without long
hours of practice.

Using this notion of cognitive congeniality, we now can consider a range of
natural environments to see how creatures, most especially humans, adapt those
environments to make them more cognitively congenial. Let me emphasize that I
am not suggesting that nonhuman animals engage in environmental reorganization in
ways that seriously resemble the rather sophisticated methods we find among humans.
Even among humans, gross rerepresentation of the sort occurring in tic-tac-toe and
the game of 15 is rare outside of paper and pencil contexts, so it would be a surprise
to find close analogs to external rerepresentation among animals. However, a fairly
sizable class of actions exists that is less cognitive and also improves congeniality, which
I will discuss. It is important to appreciate that even for animals, environments can be
ranked along certain nonphysical dimensions, such as their cognitive congeniality, and
that this ranking may show up in patterns of habitat selection where it is evident that
creatures are exercising a selective function over the various environments through
which they pass.

Study of the cognitive congeniality of an environment is still in its earliest stages.
Questions such as: What is the maximum amount of working memory required to
perform the task? What is the maximum amount of mental computation required
to decide what to do next? How much task-relevant information is encoded in
the environment, and how easily is it recovered? are central questions for the field.
To date, there is no general theory to report (see Kirsh, 1995b). Nonetheless, it
is apparent that cognitive congeniality is a key attribute in dozens of design fields,
ranging from architecture and human computer interaction to product design and
industrial engineering. As we learn more about animal cognition, it may well have an
important role to play in ethology too. In the remainder of this article, Ishall consider
some of the techniques humans have for improving the cognitive congeniality of their
environments. It is my belief that weak correlates to these can occasionally be found
in the animal world.

Adaptive Behavior Volume 4, Number 3/4 441




Adapting the Environment David Kirsh

m Al N
J € | | W

Figure 5

ZeeZee twice solved this wooden cutout puzzle in its normal orientation. Then she was asked to play
with it upside down. After twice trying the wrong locations for pieces, she turned the puzzle right side
up and quickly solved the remainder, as if by memory.

5.1 Complementary strategies
A complementary strategy is an interleaved sequence of physical and mental actions
that results in a problem being solved—a computation being performed—in a more
efficient way than if only the mental or physical actions alone are used. An example
discussed in Kirsh (1995a) is pointing at coins while counting them. If SubJCCtS are
asked to count, without either touching the coins or pointing to them, 30 coins
consisting of nickels, dimes, and quarters, the result is that more than 50 percent
of the time the subjects give the wrong answer. If they are allowed to point to the
coins, that error rate is reduced to approximately 35 percent, and, if they are allowed
to move the coins freely, the error rate falls to nearly 20 percent.® The hypothesis
is that if an agent learns how to manipulate resources in its environment in a timely
and constructive manner, it is able to solve cognitive tasks with less working memory,
less visual spatial memory, less control of attention, or less visual search than would
otherwise be required. Complementary actions are part of a strategy for restructuring
the environment to improve the speed, accuracy, or robustness of cognitive processes.
Recently, I observed a good example of a complementary strategy in an 18-
month-old child. As shown in Figure 5, ZeeZee was playing with a simple wooden
puzzle. She had already played with this same puzzle twice before and, judging by
the speed and accuracy with which she now assembled the puzzle, she had apparently
memorized where each piece was to be placed. The little bird went in the lower
left, the cat in the upper right, and the giraffe in the upper middle. I decided to test

6 This last result stems from pilot studies done in the Interactive Cognition Laboratory at the Department of Cognitive
Science, University of California, San Diego.
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how she would solve the same puzzle when it was rotated 180 degrees, so that pieces
normally belonging in the bottom row now belonged upside down in the top row
(see Fig. 5). Would she solve the puzzle this time by adapting her memory of where
each piece went, would she fail to recognize the transformation and so use on-line
reasoning to solve it as if from scratch, or would she do something different?.

Her first action was to try the little bird in the lower left corner, its customary
place had the board been right side up. When the piece did not fit, ZeeZee looked
the board over and tried placing the bird in the middle space along the bottom row,
once again in the wrong orientation, as if now trying unsuccessfully to solve the
puzzle but confused by her incorrect memory. She then went straight to the upper
right slot (the correct position) and placed the piece in its appropriate orientation
after a little effort. At this point, she turned the entire puzzle 180 degrees, returning
it to its normal orientation, and quickly placed the remaining pieces in their proper
(and apparently memorized) positions.

‘What type of action is this sort of board rotation? It is not a normal task-internal
action, as no amount of reorientation can bring us closer or farther from the goal
of having all the pieces in place. Nor is it a task-external action of the sort we
have already described, as the topology of the state space remains unchanged: Any
state accessible before rotation is accessible after rotation. Additionally, the number
of placement actions and the physical energy required to place each piece in its
position are identical whatever the puzzle’s orientation, assuming arbitrary orientation
of the pieces on the ground. Hence, there has been no change in the physical
distance separating states. Evidently, it is a different type of action, an action that
reorganizes the environment for mental rather than physical savings. By performing
the metatask action of rotating the whole board, ZeeZee was able to stop her effortful
on-line problem solving and return to her original rote strategy. This means that she
could once again solve the puzzle using long-term memory rather than the working
memory needed in on-line problem solving. She seems to have brought the world
into conformity with her mental model rather than to adapt her mental model to
accommodate upside down cases.

ZeeZee’s board rotation is a simple example of a complementary action or strat-
egy. Here is one that is slightly more complex than ZeeZee’s. Once again, it is an
interactive technique that saves mental rather than physical effort. In Figure 6, we
see a scatter of 20 sticks of similar diameter but differing lengths. The agent’s task
is to identify the longest. Because longest is a globally defined property, we cannot
be sure that a given stick is the longest without checking all the others, but here we
are faced with a choice: Shall we move sticks as we visually check them, or shall we
leave them untouched?

Many strategies are possible, but virtually all good ones involve moving the sticks.
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Subjects were asked to pick out the largest stick in (a). To solve the problem, subjects almost invariably
move the sticks, as in (b). Part (¢} shows how rearrangement can trivialize otherwise time-consuming
global judgments, such as deciding whether all sticks are different in size.

For instance, one algorithm is to pick up the first two sticks, compare their length,
keep the longer and discard the shorter into a reject pile, then continue comparing
and discarding until all sticks in the resource pile have been checked. The stick we
are left holding must be the longest.

Clearly, this is an algorithmically effective strategy. We know that we will check all
and only the sticks we need to compare. Nonetheless, it runs longer than necessary.
A better algorithm exploits our ability to make good guesses about the longest stick
remaining in the resource pile. This time we pick up the two largest-looking sticks
and discard the shorter until we see a major difference in length between the stick
in our hand and the longest remaining stick in the resource pile. After a few sticks,
we are certain. An even more efficient strategy is to grasp the three or four largest-
looking sticks and then push their bottoms against the table. The one stick that pokes
out farthest is the longest.

As theorists, what are we to make of all this activity? Should we regard these
various actions of picking up candidate sticks and placing them in piles as actual
moves within the state space of selecting the longest? Should we regard pushing the
sticks against the table as a task-internal action? Rather, should we see them both
as task-external actions? Because one might just visually scan the sticks, mentally
comparing each, there is nothing intrinsic to the task of selecting the longest that
requires either the sort of organizational behavior we observe in creating distinct piles
or the analog computation of pushing the sticks against the tabletop. Nonetheless,
sticks must be picked up and then put down. Therefore, intuitively, there is nothing
task-external about actions that involve moving sticks around and placing them in
piles, although the action of pushing them in groups against the table’s surface does
strain the intuition. The real problem is to decide how to describe these actions,
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for if we include only “objective” spatial elements in our action descriptions—so
that actions of picking up are different if they involve sticks in different locations
and orientations, as are actions of placing down—then the state space will be large
enough to describe, af a detailed level, every individual sequence of actions that sub-
jects display, but the level of description will be so fine that we will be unable to
describe meaningfully the strategies the subjects are using. For instance, the inter-
esting regularity at a strategic level is that subjects seem to make meaningful piles of
sticks, or they intentionally exploit physical properties of the sticks and tabletop to
perform an analog computation. Such regularities would be lost if we confine our
descriptions of actions to straightforwardly physical characteristics of actions.

However, if we define the action repertoire using concepts that human subjects
themselves use in describing the structure of their work space,” we create the problem
that two subjects will have to be described as operating in different task environments
if they conceptualize their environment in different ways. This is not acceptable.
Either we must give up the notion of task environment as a useful explanatory
construct or grant that there is a core task environment shared by all performers of
a task, and that a variety of actions may be performed that do not fall within that
task environment, narrowly construed, but that alter its cognitive congeniality. Once
an environment has been so altered, strategies can be devised that exploit various
of these nonintrinsic properties of the task environment. Thus, although stick-
sorting tasks cannot be performed without shifting sticks about, there is no need
to manage the spatial organization of the environment in the sense of partitioning
it into discard regions, candidate regions, and the like. Such actions make the task
easier to accomplish but are undertaken for their effects on the agent’s understanding
of the task and for the “cognitive affordances” they create rather than to make literal
progress in the task. They are complementary actions, actions performed externally
for their effects on internal computation.

In interpreting certain actions in this way, we are following a growing tradition of
constructivism in learning theory (Duffy & Jonassen, 1992), and situated cognition
in cognitive science (Hutchins, 1995; Norman, 1988; Suchman, 1986) by regarding
many actions as having more to do with cognitive scaffolding than with step-by-step
advancement to the goal. For instance, the point of creating a discard pile is to
encode information about the state of our algorithm. It is to help us keep track of
the sticks we have checked and the ones that remain. Indeed, the point of creating a

7 To confirm the idea that people conceptualize regions of their work space, we ran several subjects on the select lonigest
stick task, not only recording their speed and accuracy, but also asking them after the task was over to describe what
they were doing. All our subjects drew a distinction between discard areas and resource areas. In a small follow-up
study, we further tested this idea by “accidentally” laying down a battery from the video camera on the discard area.
This caused some of the sticks between the two piles to become mixed. As predicted, subjects reorganized the space
to maintain the segregation of sticks.
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discard pile can be understood omnly if we see the action as part of an algorithm that
is being executed partly in the world and partly in the creature’s head.

Assuming, then, that a class of actions exists that may improve task performance
and that lies outside a state-space formalisrn—a class of actions that improves judg-
ment, decision making, planning, and executon—all that remains is to show that
such metatask actions are superoptimal. This is easy: Because the point of most
complementary actions is to reduce cognitive loads and so improve performance, it
is no surprise that without such actions judgments tend to be error-prone. In our
pilot study, when subjects were not allowed to point, touch, or reorganize the sticks,
and their task was to identify the longest stick of 20 distributed (as shown in Fig. 6a),
they took more than 55 percent more time and made more than three times as many
errors as when they were allowed to manipulate the sticks any way they liked. Sim-
ilar results hold when subjects are required to pick up the largest stick but otherwise
leave the arrangement intact. When the prohibition against movement was lifted
subjects invariably relied on moving the sticks into piles, and their accuracy rose as
indicated. This suggests that if accuracy is taken into account, the easiest way to
improve performance is to allow certain task-external actions.

5.2 Actions that encode information externally

If we attempt to be more specific in the function of complementary actions, we very
soon distinguish a large family of such actions that are concerned with externally
encoding information about ongoing mental activity. The stick-sorting algorithm,
for instance, uses the distinction between reject and resource piles to encode infor-
mation about which sticks have been checked and which sticks have not. Having a
reject pile lets us proceed in the algorithm without having to remember which sticks
have already been checked.

A second example of this same pervasive activity can be found in card games. In
ordinary games, such as gin rummy, bridge, and especially pinochile, it is common for
players to organize their hands continually into arrangements that encode information
about their game intentions. For instance, in Figure 7, we see four different ways
of encoding the same set of cards dealt in a game of 14-card gin.® From a purely
pragmatic viewpoint, there is no reason to group cards. Grouping has no effect on
the goals you can reach, so from a task-environment perspective, each grouping
designates the same state in the state space. Hence grouping must be a metaaction.
Why do players bother? What function does it serve?

The simplest analysis of grouping is that it is done to encode plan fragments.

8 The goal of 14-card gin is to find two groupings of 4 cards and wo groupings of 3 cards. Cards form an admissible
grouping when they are 3 or 4 of a kind or 3 or 4 in a row of the same suit.
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Figure 7
These four figures represent three different ways of organizing the same set of cards. Part (a) shows the
cards as originally dealt. The other figures show the rearrangements made by three subjects.

One of the key cognitive tasks a card player faces is to sketch out a rough plan
of the subgoals he or she will attempt to achieve. In gin rummy, for instance, as
shown in Figure 7, there are many possible completions for which one can aim.
An obvious explanation of the differences between the various organizations shown
is that different players have chosen different strategies. Of course, we cannot be
certain that we are right in our interpretation of what is encoded in each hand. We
must guess at the encoding scheme each player is using or believe what each says
when we ask. Moreover, players may make mistakes in encoding according to their
own encoding scheme. Within these limits, characteristic of an interpretive science,
we believe we can tell from the way the hands are laid out (and from the player’s
response to questioning) when a player has overlooked certain possible continuations
that others have noticed. In Figure 7, player ¢ has overlooked the fact that there are
four queens, which b and d noticed.

The reason I am elaborating specific techniques we observe in card playing, count-
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ing sticks, and solving simple puzzles is that these actions are a central, if neglected,
element of human actvity. In card playing, it is obvious what the advantages of
continual re-sorting are. Because game intentions are encoded externally, the player
need not remember them; they can be read off the cards. This savings will reappear
every time a change in intentions is made. Moreover, if the cards are well laid out,
the time required to judge whether a target card can serve as a completion is faster
than if the cards are poorly laid out. Players using good layouts also produce fewer
errors,” leading one to suppose that effective goal encoding helps make execution
of a plan more reliable and speedy. As long as we accept that card playing is not
an unnatural task—a task unlike any we might be called on to perform in noncard
contexts—we have reason to suspect that the kinds of complementary actions shown
in card play have their counterpart throughout everyday life.

To sum up, my point in discussing interactive strategies typical of human-situated
activity, is that there is a second family of strategies that agents possess for making
their environments more hospitable. In addition to deforming the topology of their
state spaces and hence the physical effort required to traverse states, these strategies
may alter the cognitive properties of their environments and thus save mental effort.
In some of the examples just mentioned, the méthod of changing the cognitive
properties of environments was to redesign the appearance of the task sufficiently to
change the complexity of the task. We know that how a problem is represented can
have a major impact on the time and space required to solve the problem (Gigeren-
zer & Hoflrage, 1995). With a good representation, a problem may be easy to solve,
requiring little search but, with a bad representation, the problem may be almost
impossible to solve in that form and may require inordinate amounts of search, cal-
culation, and recall of states. Once we view creatures as carrying out algorithms
partly in their heads and partly in their environments, we must recognize that par-
ticular environmental layouts perrmit algorithms that lead to major savings. Even if
these savings are not always evident in the time necessary to complete the task, they
often will show up as significant improvements in accuracy, robustness, and reliability,
all facrors that matter to creatures.

6 Conclusion

I have been arguing throughout this article that organisms have two rather different
ways of improving their fitness. The first, and most familiar, is by adapting them-
selves to their environments. In equilibrium, this leads to an optimal allocation of
time between the different adaptive activities that make up an organism’s life. The

9 This conjecture has been confirmed in pilot experiments carried out in our laboratory.
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second way of improving fitness is by redesigning the environment to make it more
hospitable: That is, organisms can adapt the environment to fit their existing skills
and capacities. This leads to superoptimization for a creature already in equilibrium.
Superoptimization requires the environment to be altered so that existing skills and
techniques of survival yield greater returns in at least one task environment without
sacrificing returns in others (Pareto optimization) or so that any lower returns in
other task environments are more than compensated for by increases in others.

To implement an analysis based on superoptimization, it was necessary to intro-
duce the notion of a task environment (drawn from the theory of problem solving)
and the notion of a behavioral strategy interpreted as an algorithmic process. Two
broad methods for improving algorithmic performance in a task environment were
distinguished: deform the topology of a task’s state space or improve the cognitive
congeniality of a task’s state space. Both have the effect of altering the average task
complexity of performance.

It was suggested that the cognitive capacities needed to bring changes at the level
of cognitive congeniality exceed those of most animals, although there may exist
analogs to such environment-changing activity, which naturalists may discover once
they have more detailed models of the cognitive processes underlying animal skills.
Chief among these strategies are complementary actions. Complementary actions are
those actions performed for the sake of simplifying computation. In humans, we find
complementary actions everywhere. When a person uses his or her finger to point
to a phone listing in the phone book, that individual is executing a complementary
action because the use of one’s hands saves one from having to remember the precise
location of the target amid a set of distracters. Without the sort of interactive help
that comes from manipulating environmental resources, including hands, many of
the tasks we perform easily would be beyond our abilities.

Actions that deform the topology of a state space, by contrast with transformations
of congeniality, are common in the animal kingdom and no doubt will be more
widely appreciated once naturalists begin explicitly looking for them. Some are
obvious. The actions of introducing a new tool and putting an existing object to
new use, for instance, clearly are ones that may enhance the performance of existing
strategies and permit variations that increase the yield of activity undertaken in
that task environment. Less obvious strategies have to do with filtering out hard
initial states of a task (the “just say no” strategy), maintaining the environment in
a felicitous condition (routine maintenance), and undertaking exploratory actions
(scouting ahead). The point of each of these strategies is to change the expected
payoff of actions; it is to deform the task structure to make it easier or cheaper to
complete the task successfully.

In the end, the value of analyzing activity along task analysis lines will depend on
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the insight it gives us into the principles that structure behavior. I have suggested that
one useful approach is to distinguish actions that are internal to a task from actions
that are external to it. These task-external actions are special only in the sense that
as researchers we note that they force us to revise our models of behavior. Instead
of assuming that most actions that occur in the time frame of a task are part of a
strategy for solving the task, we may begin to consider whether some of those actions
are external to the strategy, designed specifically to modify the task. If this proves
to be a constructive way of looking at human and animal behavior, then evolution
may select for both effective behavior control strategies and effective task redesign
strategies. '
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